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Four
Deployment 
Models

SaaS AI
The AI solution is provided as a fully managed service by a third-party provider. Customers 
can access and use the AI capabilities over the internet without worrying about the underlying 
infrastructure, maintenance, or updates, making it a convenient and scalable option. 

‣ Examples: Microsoft CoPilot, Salesforce Einstein, Microsoft Azure OpenAI Service w/ GPT-
4o, Meta Llama 3.2 in Amazon Bedrock

Cloud-Hosted AI
The AI solution runs on cloud infrastructure provided by cloud service providers such as AWS, 
Google Cloud, or Azure. It offers flexibility, scalability, and ease of integration with other 
cloud services, while the customer maintains control over the configuration and 
management of their AI systems.

‣ Examples: vLLM running Llama 3.2 on AWS infrastructure

Self-Hosted AI
The AI solution is deployed on the customer's own infrastructure, such as on-premises 
servers or private data centers. This provides maximum control and customization options 
but requires significant resources for setup, maintenance, and management of the 
hardware and software components.

‣ Examples: NVIDIA Triton Inference Server running Llama 3.2 on bare metal on-premises

Edge-Hosted AI
The AI solution in an edge environment, outside traditional cloud or data center 
infrastructure. This model reduces latency, enhances privacy, and ensures real-time 
processing by bringing the computation closer to the data source or end-user.

‣ Example: Tesla Full-Self Driving, John Deere See & Spray, industrial IoT solutions

KA0



Snímka 2

KA0 (caveat: I'm being an anal engineer here) Maybe give an example of each?  Personally, not sure of the difference between SaaS 
and Cloud-Hosted.  Is Azure ChatGPT SaaS or cloud hosted?  Or is running llama in an AWS VPC cloud-hosted or self-hosted?
Ken Arora; 2024-12-08T00:15:22.943

MM0 0 Examples of SaaS AI are Azure OpenAI AWS Bedrock. An example of Cloud-Hosted AI is running your own instance of vLLM on
AWS infrastructure. Self-Hosted AI is running your model runtime on infrastructure that you own and configure on-premises or
collocation. We already include an example of Edge-Hosted.
Mark Menger; 2024-12-09T18:22:13.306
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Built-in a trading app - Crypto trading chatbot

CONFIDENTIAL

Generic chatbot

• Ollama OS model 3.1 8B

Components

• Application front-end

• Application back-end / API

• AI Orchestrator

• AI LLM Model

• RAG

Arcadia crypto trading app with s inbuild chatbot
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What is HuggingFace?
OS ML and AI hub
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How to run model locally?
Install App

CLI: 
huggingface-cli download meta-llama/Llama-3.2-1B 
--include "original/*" --local-dir Llama-3.2-1B 
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LLM Model
Ollama generic model setup

const systemPrompt = `

## AI character
You are a funny crypto trading bot which will help the user.
Your replies should be short and concise.
You response will be in markdown.
Think step by step.
Don't mention the use of Tools.

## Tools
${toolsSystemPrompt}
`;
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RAG usage and AI orchestrator
Prompt asking specific context data
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RAG and context data

# About Arcadia Crypto

Arcadia Crypto is a cutting-edge online cryptocurrency trading platform, founded in 2018 by a 
team of fintech experts and blockchain enthusiasts. Our mission is to make cryptocurrency
trading accessible, secure, and efficient for both novice and experienced traders.

## Our Mission

At Arcadia Crypto, we strive to democratize access to the world of cryptocurrencies by 
providing a user-friendly, secure, and innovative trading platform. We aim to empower
individuals to participate in the global crypto economy, fostering financial inclusion and 
technological advancement.

## Company History

- 2018: Arcadia Crypto was founded in San Francisco, California.
- 2019: Launched our beta platform with support for Bitcoin and Ethereum trading.
- 2020: Expanded our offerings to include 20+ cryptocurrencies and launched our mobile app.
- 2021: Introduced margin trading and futures contracts.
- 2022: Reached 1 million registered users and expanded operations to Europe and Asia.
- 2023: Launched our own native token, ARC, and implemented DeFi features.

## Team Members and Leadership

### Executive Team

- Sarah Chen - CEO and Co-founder
- Phone: +1 (415) 555-0123
- Email: sarah.chen@arcadiacrypto.com
- Address: 123 Tech Street, San Francisco, CA 94105
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RAG usage with AI assistant
Prompt asking specific data

const toolsSystemPrompt = `
When responding to the user don't mention what tools have
been used.
You have access to the following tools:

get_all_stock_prices
get_user_data
get_user_transactions

get_all_stock_prices

Use this tool when the user asks about current crypto stock
prices.
This tool doesn't require any parameters.
Example usage: get_all_stock_prices()
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AI orchestrator and functions
Prompt asking specific data served by backend
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The basic AI assistant has 
been created, but what 
about security?
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OWASP LLM TOP TEN

Prompt InjectionLLM01

Insecure Output HandlingLLM02

Training Data PoisoningLLM03

Model Denial Of ServiceLLM04

Supply ChainLLM05

Sensitive Info DisclosureLLM06

Insecure Plugin DesignLLM07

Excessive AgencyLLM08

OverrelianceLLM09

Model TheftLLM10

OWASP LLM Top Ten

AI Ecosystem Security
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RETRIEVAL-AUGMENTATION SERVICES
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End Users
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https://genai.owasp.org/llm-top-10/
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LLM01: Prompt Injection
LLM manipulation

const systemPrompt = `
## AI character
You are a funny crypto trading bot which will help the user.
Your replies should be short and concise.
You response will be in markdown.
Think step by step.
Don't mention the use of Tools.

## Tools
${toolsSystemPrompt}
`;
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LLM01: Prompt Injection
Block LLM manipulation
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LLM04: Data And Model Poisoning
LLM manipulation

Attack Scenario #1
An attacker biases the model’s outputs by manipulating training data or using prompt injection techniques, 
spreading misinformation.

Attack Scenario #2
Toxic data without proper filtering can lead to harmful or biased outputs, propagating dangerous information.

Attack Scenario # 3
A malicious actor or competitor creates falsified documents for training, resulting in model outputs that reflect 
these inaccuracies.

Attack Scenario #4
Inadequate filtering allows an attacker to insert misleading data via prompt injection, leading to compromised 
outputs.

Attack Scenario #5
An attacker uses poisoning techniques to insert a backdoor trigger into the model. This could leave you open to 
authentication bypass, data exfiltration or hidden command execution.
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LLM07: System Prompt Leakage
LLM manipulation
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F5 APPLICATION DELIVERY TOP TEN

Weak DNS PracticesADC01

Lack of Fault Tolerance & ResilienceADC02

Incomplete ObservabilityADC03

Insufficient Traffic ControlsADC04

Unoptimized Traffic SteeringADC05

Inability to Handle LatencyADC06

Incompatible Delivery PoliciesADC07

Lack of Security & Regulatory 
ComplianceADC08

Bespoke Application RequirementsADC09

Poor Resource UtilizationADC10

ADC Top Ten

AI Ecosystem Security
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OWASP LLM TOP TEN

Prompt InjectionLLM01

Insecure Output HandlingLLM02

Training Data PoisoningLLM03

Model Denial Of ServiceLLM04

Supply ChainLLM05

Sensitive Info DisclosureLLM06

Insecure Plugin DesignLLM07

Excessive AgencyLLM08

OverrelianceLLM09

Model TheftLLM10
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F5 solution

AI Ecosystem Security

Protecting AI applications

• Web Application Firewall (WAF)

• DDoS mitigation

• Bot defense

• API security

• AI/LLM security

Solutions

• WAAP solutions

• API Security

• F5 AI Gateway

WEB APP API

End users

AI  SERVICE

AI MODEL

LLM model
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Web front-end TRAINING
DATASET

Training data

Retrieval-
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Generation (RAG) 

Web back-end

1

1 WAF / DDOS mitigation / Bot defense

2 API security

3 LLM security : prompt injection, 

sensitive info disclosure

2

2

2

3
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2AI 
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Robíci dělaj jenom to, co ty 
jim řekneš. 

Řekneš jim: „Dohlédněte na
to jehněčí!“, a tak tam sedí a 

tři hodiny čučí, jak se pálí. 
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LLM05: Improper Output Handling 
LLM manipulation


